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Estimates

We want all of the factors to have strong links to their corresponding latent variables. The actual estimates are parallel to regression coefficients. The “CR” column reports the Z statistic testing whether the coefficient is significantly different from zero, and the p-value column is the p-value for this test.

Modification Indices

The MI column tells you how much you'd reduce the chi-square if you added in to specified link. The Par Change column tells you what the coefficient for that link would be. 

Model fit

The model being tested is represented by the “default model” line. The “saturated model” corresponds to linking everything together and represents the best possible fit a model can have. The independence model corresponds to not linking anything together, and is the worst fit a model can have. As much as possible you want to be not very far from the saturated model and as far as possible from the independence model.

· Chi-square test: 

· Lower chi-square values indicate better fit. 

· Ideally this should be nonsignificant, but it almost never is in larger models. This statistic is typically reported along with its p-value, but it is not of concern if it turns out significant.

· Some people consider the ratio of chi-square to df, but there aren't firmly established values for what indicate good and bad ratios.

· RMR = Root mean squared residual, SRMR=standardized RMR. 

· Lower values indicate better fit. 

· <.10 = adequate fit; <.05 = good fit

· GFI  = goodness of fit index. Also AGFI (adjusted GFI) which corrects for number of df. 

· Higher values = better fit. 

· >.90 = adequate fit; >.95 = good fit. 

· Current consensus is to not use these models because they are affected by sample size.

· NFI = normed fit index; NNFI = non-normed fit index; CFI = comparative fit index. 

· Higher values = better fit. 

· >.90 = adequate fit; >.95 = good fit.

· RMSEA = Root mean squared error of approximation. 

· Lower values = better fit

· <.10 = adequate fit; <.05 = good fit.

· AIC = Aikaike information criterion, BIC = Bayes information criterion

· Lower values = better fit

· No fixed values for good fit. Instead, these are used to compare the fit of models tested on the same data set. Whichever one has the lower value has better fit.

· Hoelter index.

· Represents the sample size at which the chi-square would not be nonsignificant.

· <75 = very poor fit; >200 = good fit

