
PSYCHOLOGICAL SCIENCE 

Research Report 

CONTEMPORARY ISSUES IN THE ANALYSIS OF DATA: 
A Survey of 551 Psychologists 

Miron Zuckerman,’ Holley S. Hodgins,’ Adam Zuckerman,’ and Robert Rosenthal’ 
‘University of Rochester and ’Harvard University 

Abstract-We asked active psychologi- 
cal researchers to answer a sirrvey re- 
garding the following data-analytic is- 
sires: (a)  the effect of reliability on Type 
I and Type I I  errors, (6) the interpreta- 
tion of interaction, (c )  contrast analysis. 
and (d) the role of power and effect size 
in sirccessfirl replications. Orrr 551 par- 
ticipants (a  60% response rate) answered 
59% of the questions correctly; 46% ac- 
cirracy ivoirld be expected according to 
participants’ response preferences 
alone. Accirracy was higher for respon- 
dents with higher acadettiic ranks arid 
for qirestions with “no” as the riglit an- 
swer. It is srrggested that altkoirgli expe- 
rienced researchers are able to answer 
difficirlt biit basic data-analytic qires- 
tions at better tliati chance levels, there 
is also a high degree of misiinderstand- 
ing of some firndamental issires of data 
analysis. 

In this article, we examine how well 
psychologists apply statistics to the anal- 
ysis of data. Recent commentaries on 
this issue have found fault with a number 
of statistical practices in our field-for 
example, the prevalence of yes-no deci- 
sions at the magic .05 level and the fail- 
ure to consider the power of statistical 
tests (Cohen, 1990), misinterpretations 
of the meaning of interactions (Rosnow 
& Rosenthal, 1989a, 1989b), and overre- 
liance on single studies in comparison to 
meta-analyses of research domains 
(Rosenthal, 1991). Following the foot- 
steps of these observations, the goal of 
the present work was to provide yet an- 
other look at the statistical scene. 

For the most part, commentaries on 
statistical analyses have used two 
sources of data: surveys of published ar- 
t i c l e s  ( C o h e n ,  1962; R o s n o w  & 
Rosenthal, 1989b) and personal knowl- 
edge or impressions (Cohen, 1990; 
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Rosenthal, 1991). In contrast, we con- 
ducted a survey of active psychological 
researchers, asking each one to respond 
to a number of statistical problems. Sur- 
veys of researchers’ views have been 
conducted in the past (Rosenthal & 
Gaito, 1963; hfinturn, Lansky & Dem- 
ber, 1972; Nelson, Rosenthal, & Ros- 
now, 1986). However, in these earlier in- 
vestigations, both the number of ques- 
tions and the number of investigators 
surveyed were relatively small. We 
asked more questions and attempted to 
reach more psychologists. 

The survey covered basic issues in 
statistical analysis, including (a) the 
practical distinction between Type I and 
Type I1 errors, (b) the interpretation of 
interaction, (c) the question of omnibus 
versus focused tests, and (d) the role of 
power and effect size as criteria for suc- 
cessful replications. Although not new, 
these topics have been brought to the 
fore by recent advances in statistical 
analysis. For example, the development 
of meta-analytic techniques requires the 
use of focused (as opposed to omnibus) 
tests, the calculation of effect size, and 
perhaps a new definition of what replica- 
tion means (Rosenthal, 1991; Rosenthal 
& Rosnow, 1991). The “new” emphasis 
on power analysis (new in the sense that 
in spite of all the advocacy, one still does 
not see “any mention of power in the 
journals”; Cohen, 1990, p. 1311) re- 
quires an understanding of the distinc- 
tion between Type I and Type I1 errors 
as well as calculation of effect size (Co- 
hen, 1988). Consideration of effect size 
(slowly gaining in acceptance as an indi- 
cator to be reported along with signifi- 
cance tests) requires that we understand 
clearly what an  interaction effect is. 
Completing the circle, power analysis 
and calculation of effect size draw atten- 
tion to focused tests (contrast analysis). 
Contrasts boost power and endow the ef- 
fect size with a more specific meaning 
(Pearson r, a measure of effect size, can 
be calculated for contrasts but not for 
omnibus tests). 
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To study these concerns, we formu- 
lated five multiple-choice questions. 
Each could be answered by one of three 
alternatives: “it depends,” “yes,” and 
“no.” The complete questions, as seen 
by each respondent, are presented in Ap- 
pendix 1; the solutions for the questions 
are presented in Appendix 2. Briefly, the 
survey contained the following items: 
The first question asked whether low re- 
liability can cause spuriously significant 
results. The  second question asked 
whether a test of simple effects is the 
correct approach to the interpretation of 
interactions. The third question asked 
whether a multivariate analysis of vari- 
ance (MANOVA) followed by univariate 
analyses of variance (ANOVAs) appro- 
priately tests a predicted pattern among 
means. T h e  fourth question asked  
whether a small n can lead to spuriously 
significant results. The fifth question 
asked whether a nonsignificant result 
based on a smaller n than the n associ- 
ated with a previously significant result 
(both results going in the same direction) 
is a failure to replicate. 

THE SAMPLE 

Accompanying the survey was a re- 
quest for background information (aca- 
demic rank, sex, and year of Ph.D.) and 
a cover letter. These materials were sent 
to 931 authors of articles published pri- 
marily in the second half of 1989 and the 
first half of 1990 in the following journals 
of the American Psychological Associa- 
tion: Developtiietital Psychology, Joirr- 
rial of Abnortiial Psychology, Joirrtial of 
Cotisirltitig and Clinical Psychology, 
Joiirnal of Coirtiseling Psychology, Joirr- 
nal of Edircational Psychology, Jorrrtial 
of Experimental Psychology: General, 
Joirrtial of Experimental Psychology: 
Hirnian Perception and Perforniance, 
Joiirtial of Experimental Psychology: 
Learning, Memory. arid Cognition, and 
Joiirnal of Personality and Social Psy- 
cliology. For each article appearing in 
one of the journals, the author contacted 
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was the individual listed as the one to 
receive correspondence about the pub- 
lished work. There were three succes- 
sive mailings, spaced 2Yz weeks apart 
from each other. Each mailing went to all 
participants since returns were anony- 
mous and we had no way of knowing 
who had responded. 

Of the 931 survey forms that were 
sent out, 10 were returned unopened, 9 
with the standard message “not deliver- 
able as addressed” and 1 with a note that 
the person to whom it was addressed 
was deceased. Of the remaining 921 po- 
tential participants, 4 persons returned 
uncompleted questionnaires, I with an 
original if unusual note: “I think hypoth- 
esis testing has virtually no place in the 
social sciences. So these questions ar- 
en’t meaningful to me.” 

Five hundred and fifty-one persons, 
371 men and 158 women (and 22 who did 
not report their gender), returned cod- 
able questionnaires. Our response rate 
(59.8%) was twice as high as that (29%) 
of the Nelson et al. (1986) survey. That 
the questionnaire had piqued the interest 
of many participants was also shown by 
various best-wishes messages, including 
the following very enthusiastic com- 
ment: “. . . I receive nearly 6 surveys 
each week. Your cover letter was won- 
derful and your survey is enclosed.” Of 
course, we did not receive the comments 
of those who did not return the survey 
and whose opinions were probably much 
less charitable. 

The respondents included 17 stu- 
dents, 175 assistant professors, 134 asso- 
ciate professors, 182 full professors, and 
43 holders of nonacademic jobs. The ear- 
liest year of Ph.D. was 1943 and the me- 
dian was between 1980 and 1981. As 
could be expected, year of Ph.D. and ac- 
ademic rank were highly correlated ( r  = 
-80, p < .001). Men tended to report an 
earlier year of Ph.D. (r = -15, p C .01) 
and somewhat higher ranks (r = .08) 
than women. Participants who sent their 
replies earlier (in terms of the three mail- 
ings of the survey) reported higher aca- 
demic ranks (r = .15, p < .Ol), were less 
likely to leave questions unanswered (r 
= .14, p < .Ol), and were more likely to 
write comments elaborating on their 
choice of answer (r = .lo, p C .05). In- 
terestingly, volunteers for psychology 
experiments (compared with nonvolun- 
teers) seem more involved and expect to 

do better in the investigations (Rosenthal 
& Rosnow, 1975)-attributes that are 
conceptually similar to those of our early 
respondents. Finally, respondents who 
wrote comments were more likely to 
choose “it depends” as an answer (r = 
.18, p C .Ol)-a strategy that reflects a 
Talmudic spirit (nothing is exactly what 
it seems to be . . .),though that spirit did 
not help accuracy. 

ACCURACY AND ITS 
DETERMINANTS 

The mean accuracy for the entire 
sample was 5 9 ;  that is, our respondents 
provided accurate answers for 2.93 of 
the 5 questions. The distribution of re- 
sponses for each of the questions is pre- 
sented in Table 1. Response categories 
included the three options provided by 
the questionnaire and leaving a question 
unanswered (questions left blank were 
often accompanied by comments such as 
“I don’t know the answer”). On the ba- 
sis of response preference alone (pre- 
sented in the right-hand column of Table 
l), accuracy would have been .46. signif- 
icantly lower than the 5 9  score that was 
obtained, t(550) = 13.21, p < .001, r = 
.49. 

Note the strong evidence of a nega- 
tivity bias. For each question (including 
questions for which “yes” was the right 
answer), participants prefeyed the “no” 
response over every other category. 

Therefore, questions with “no” as the 
right answer (Questions 2,3, and 5 )  were 
more likely to elicit correct responses 
than questions with “yes” as the right 
answer (Questions 1 and 4). As seen in 
Table 2, the mean accuracy of the former 
group was far higher than the mean ac- 
curacy of the latter group, F(1, 550) = 
349.42,~ < .001, r = .62. The advantage 
of questions with “no” as the right an- 
swer would disappear, however, if ob- 
tained accuracy were compared with ac- 
curacy expected on the basis of response 
preference, .59 for Questions 2, 3, and 5 
and .26 for Questions 1 and 4 (see right- 
hand column in Table 1). However, com- 
parisons of actual accuracy with accu- 
racy expected on the basis of response 
preference should be interpreted with 
caution. Our measure of response pref- 
erence may reflect in part differences in 
difficulty of questions rather than only 
response bias of the participants. For ex- 
ample, if Questions 2, 3, and 5 were in 
fact less difficult than Questions 1 and 4, 
a preference for “no” answers would be 
shown, although not of the magnitude 
that was obtained in the present study. 

Table 2 also shows that higher aca- 
demic rank was related to higher accu- 
racy scores, Academic Rank linear con- 
trast F(1, 504) = 16.52, p c .001, r = 
-18. For the most part, this pattern was 
repeated for each of the five questions. A 
noticeable exception, however, was the 
higher accuracy of students on Ques- 

I Table 1. Distribution of responses to ench of the five questions 

Question 
ResDonse Unwekhted 

I 

category 1 2 3 4 5 meana 
~~ 

Itdepends 97 

Yes 19gb 

No 254 

Blank 5 

Tot a! 554 

(17.5) 

(35.7) 

(45.8) 

(0.9) 

~ 

112 
(20.0) 
88 

(15.7) 
353b 
(63.1) 

6 
(1.0) 

559 

~ 

78 
(14.0) 
128 
(23.0) 
334b 
(60.0) 
16 
(2.9) 

556 

~~ 

37 
(6.7) 

23Sb 
(42.6) 
275 
(49.8) 

5 
(0.9) 

552 

71.8 
(12.9) 
146.4 
(26.4) 
329.9 
(59.4) 

6.5 
(1 .2) 

554.7 

Note. The total number of responses to each question exceeds 551 because some 
participants provided more than one answer; numbers in parentheses are percentages 
of the total number of responses. 
a hfean of the average score of the three questions with “no” as the right answer and 
the average score of the two questions with “yes” as the right answer. 

Correct answer. 

J 
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Table 2. Mean accitracy scores by question and academic rank 

Question 

Academic rank n 1 2 3 4 5 

Student 17 .47 .41 .41 5 9  .88 
Assistant professor 175 .30 .63 5 0  .34 .89 
Associate professor 134 .35 .63 .66 .43 .94 
Full professor 182 .43 .67 .67 .51 .89 

Mean (unweighted) - .39 -59 .56 .47 .90 
Mean (weighted) - .36 .63 .60 .43 .90 

Mean 

.55 

.53 

.60 

.63 

3 8  
.59 

tions 1 and 4. We proposed earlier that 
overall accuracy for Questions 1 and 4 
was relatively low because of a negativ- 
ity bias. It is not surprising, therefore, 
that students’ higher performance on 
these items was accompanied by an  
overall tendency to give fewer “no” re- 
sponses. In a sense, students suffered 
less from a negativity bias. The mean 
proportion of “no” answers across all 
five questions was .48 for students ver- 
sus .63 for assistant professors, .64 for 
associate professors, and .61 for full pro- 
fessors; the contrast comparing the stu- 
dents to the three other academic ranks 
was significant, F(1, 504) = 8.79 p C 
.005, r = .13. A cautionary note regard- 
ing the students’ results should be added 
here. Because the number of students in 
our sample was smaller than the number 
of subjects with other academic ranks, 
the students’ responses to our question- 
naire are less reliable indicators of the 
responses we would expect from the to- 
tal student population. 

A series of studies by Amabile may be 
relevant to trying to decipher the origin 
of the negativity bias. Amabile and Glaz- 
erbrook (1981) found a negativity bias in 
the evaluation of a target’s intellectual 
ability when the audience of the evalua- 
tion was high in status. Amabile (1983) 
showed that authors of negative book re- 
views are perceived as more intelligent 
and competent than authors of positive 
reviews. With these results in mind, an 
occupational hazard of our profession 
appears to be the tendency to overly crit- 
icize others’ work. After all, this is what 
we train our graduate students to do, this 
is what is required of us as peer review- 
ers of papers and grant proposals, and, 
according to Amabile’s studies, this may 
be a mechanism by which we bolster our 

self-concept as scholars. The negativity 
bias in the present study may be a car- 
ryover from a habit that is well practiced 
in academic life. That the graduate stu- 
dents in this investigation showed less of 
the bias may simply indicate that they 
did not yet have sufficient time to de- 
velop the habit fully. 

RESPONDENTS’ COMMENTS 
AND THEIR IMPLICATIONS 

Many participants followed their 
choice of a response alternative with an 
explanation of their answer. These com- 
ments often included a rationale that was 
identical to our own. 

Let us consider Question 2 (Should 
we calculate simple effects to understand 
an interaction?) first. A participant who 
answered “no” added this short but in- 
cisive comment: “Look at residuals with 
main effects and error extracted.” It was 
not unusual for participants, however, to 
provide the right answer with the wrong 
rationale. For example, some “no” an- 
swers to this question were accompanied 
by comments such as “There could be 
other sources of the interaction-other 
pairwise comparisons” and “need to test 
all cells simultaneously in all possible 
pairs.” Evidently, some respondents 
thought that more comparisons between 
means were necessary for a correct in- 
terpretation of the interaction. On a 
lighter side, one respondent answered 
“no” and then added, “But I do it any- 
way. . . .” 

“Yes” and “it depends” answers to 
Question 2 were often accompanied by 
the familiar logic of simple effects: 
“Only if interaction is significant”; and 
“It’s what I was taught.” Obviously, 

there is a strong and perhaps difficult to 
change tradition of following a signifi- 
cant interaction with a test of simple ef- 
fects. One respondent was aware of Ros- 
now and Rosenthal’s (1989a, 1989b) cri- 
tique of testing simple effects as the basis 
for understanding interaction but com- 
mented that “Rosenthal and Rosnow are 
incorrect.” 

According to Dawes (1969), the diffi- 
culty in interpreting interaction effects 
may be in part the result of “the lack of 
perfect correspondence between the 
meaning of ‘interaction’ in the analysis 
of variance model and its meaning in 
other discourse” (p. 57). It seems to us 
that matters of language are also relevant 
to difficulties in distinguishing between 
Type I and Type I1 errors. In the current 
survey, we asked (Questions 1 and 4) 
whether conditions (low reliability and a 
small n) that increase Type I1 error also 
increase Type I error (produce “spuri- 
ously significant results”). These ques- 
tions were the most difficult of all five, in 
part because of the negativity bias 
(“yes” was the correct answer to both 
questions). However, language also 
might have contributed to the low accu- 
racy rate. It appears that respondents of- 
ten generalized from characteristics of 
the achievement scale in Question 1 
(unreliable) and of the sample in Ques- 
tion 4 (unrepresentative) to characteris- 
tics of the results. Language facilitates 
such generalization because the same 
terms can characterize conditions re- 
lated to both Type I1 and Type I error. 
Consequently, participants sometimes 
generalized from an unreliable scale to 
unreliable results and from an unrepre- 
sentative sample to unrepresentative re- 
sults. Note the following comments: “If 
the predictor is not reliable, then how 
reliable is its relation to the criterion?”; 
“Low power means high probability of 
making a Type I1 error if not a Type 
I error”; “Small n could affect repre- 
sentativeness of sample which in turn 
could affect statistics”; and “With low 
power, spurious effect may be more 
likely than detection of population ef- 
fect.” 

While language provided misleading 
cues for answering Questions 1 and 4, it 
also provided helpful hints for answering 
Question 5. Our original intention was to 
examine researchers’ views of replica- 
tion. Accordingly, Question 5 presented 
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two studies. In the first study, Lisa ob- 
tained a significant sex difference; in the 
second study, Karen ran fewer subjects 
and obtained a nonsignificant but same- 
size sex difference. Rather than asking 
whether Karen failed to  replicate Lisa’s 
finding, we asked whether Karen ob- 
tained a smaller sex difference than did 
Lisa. In psychology, terms like smaller 
or bigger imply significantly smaller or 
bigger. Respondents could easily calcu- 
late or guess that Karen’s finding was 
not significantly different from that of 
Lisa. Accordingly, the great majority of 
participants (90%) provided the right an- 
swer. Most comments were right on tar- 
get (e.g., “weak power, difference in ef- 
fect size probably not significant”). We 
were left wishing we had asked whether 
Karen failed to replicate. 

Even in this case, however, there 
were hints that researchers focused on 
Karen’s failure to obtain a significant dif- 
ference and did not take into account the 
lower power of her test. Thus, partici- 
pants who rejected the claim that Karen 
obtained a smaller sex difference added 
these comments: “One must accept the 
conclusion of no sex difference to visual 
cues”; and ‘‘Karen found no evidence 
for visual cues, not evidence for  a 
smaller effect.” 

Finally, most comments written in re- 
sponse to Question 3 echoed our own 
thinking. The question was whether a 
MANOVA and three univariate ANOVAs 
test a specific ordering of the effects of 
self-awareness on the self-monitoring 
subscales. Respondents who objected to 
these analyses offered comments of the 
following sort: “No direct comparison of 
effect for’Scale 1 to effect of Scale 3”; 
and “A priori contrast would most di- 
rectly test the predicted effects.” Some 
respondents, however, criticized the 
MANOVA and ANOVAs as inappropri- 
ate, yet preferred less powerful post hoc 
tests (e.g., paired comparison or a 
Scheffk test) over contrast analysis. 

CONCLUSIONS 

Our participants did not do very well. 
A level of -59 accuracy is not very im- 
pressive, particularly when compared 
with a .46 baseline. Thus, one possible 
implication of the present results is that 

active researchers in psychology have 
only limited understanding of basic is- 
sues in statistics. We were warned in ad- 
vance against such conclusions. Thus, 
one participant wrote, “. . . a disap- 
pointing set of response options. I worry 
that you’re going to add this up across 
respondents and conclude that experi- 
enced people have a naive view of sta- 
tistics.” Other respondents criticized 
our use of certain words (“What do  you 
mean by ‘spurious’-very unclear”), 
certain questions (“question is un- 
clear”), o r  the entire questionnaire 
(“The problems are so ill-defined I 
should have marked ‘it depends’ on all of 
them”). No doubt the questions could 
have been phrased better, but it is not 
certain that improvement in clarity 
would have resulted in higher accuracy. 

We have our own doubts, however, 
about whether the survey can be used as 
a test of statistical knowledge. The ques- 
tions we asked represent only a small 
number of statistical issues. The condi- 
tions under which the survey was filled 
out were less than ideal. We found in a 
pilot study and informed our respon- 
dents that the survey takes an average of 
6.5 min to fill out. We assume that most 
participants declined to invest more than 
a very short time in an anonymous ques- 
tionnaire. 

The above problems are exacerbated 
by the lack of a control group in our sam- 
ple. There are, of course, demonstra- 
tions of important effects in psychology 
without control groups (e.g., Milgram’s, 
1963, studies on obedience and Asch’s, 
1955, studies on  conformity). In these 
studies, the deviation of data from ex- 
pectations was so compelling that a con- 
trol group did not seem necessary. That 
may not be the case in the present study. 
Given the ambiguity, selectivity, and 
time constraints associated with the sur- 
vey instrument, expectations are more 
dificult to  establish. 

Even if the survey cannot serve as a 
test of knowledge, it can be used as a 
platform for issues that are crucial to the 
application of statistics to psychological 
research. Concepts such as Type I and 
Type I1 error, interaction, power, effect 
size, and replication are basic to any data 
analysis. If we have motivated research- 
ers to think about these issues, then an 
important purpose has been accom- 
plished. 
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APPENDIX 1: SURVEY 
QUESTIONS 

Question 1 

Miller found a significant effect (p < .05) 
of achievement motivation on responses to 
helplessness training. The data also showed, 
however, that the scale used to measure 
achievement motivation had low reliability 
(Cronbach’s alpha = .35). Anticipating at- 
tempts t o  dismiss the results altogether, 
Miller argued that low reliability cannot cause 
spuriously significant results. Do you agree 
with Miller’s reasoning? 

-It depends -Yes -No 

Question 2 

One way to understand interaction effects 
is to calculate the simple effects, i.e., the ef- 
fect of each factor at  a constant level of the 
other factors. In a 2 x 2 design, for example 
(see table below), an interaction effect can be 
interpreted by conducting two r tests; one f 
comparing cell a to cell b and another r com- 
paring cell c to cell d. Is this a correct ap- 
proach to the interpretation of interactions? 

Fl 
-It depends -Yes -No 

Question 3 

Smith collected data to test whether the 
manipulation of public self-awareness influ- 
ences the first subscale of self-monitoring the 
most,  and  the  third subscale  of  self-  
monitoring the least. He started the analyses 
with a Manova (which was significant) and 
continued with three univariate Anovas, one 
for each subscale. Are these analyses appro- 
priate for the purpose of the study? 

I t  depends -Yes -No 

Question 4 

Chris planned to run a study with 32 sub- 
jects. The design was a 2 X 4 X 2 (all factors 
are between-subjects). A reviewer argued that 
with such a complicated design a small n may 
lead to a spuriously significant three-way in- 
teraction (df = 3). Chris answered that size of 
n does not affect the probability of getting 
spuriously significant results. Do you agree 
with Chris’s reasoning? 

I t  depends -Yes N o  

Question 5 

Lisa showed that females are more sensi- 
tive to auditory nonverbal cues than are 
males, t = 2.31, df = 88, p < .OS. Karen 
attempted to replicate the same effect with 
visual cues but obtained only a t of 1.05, df = 
18, p < .I5 (the mean difference did favor the 
females). Karen concluded that visual cues 
produce smaller sex differences than do audi- 
tory cues. Do you agree with Karen’s reason- 
ing? 

-It depends -Yes -No 

APPENDIX 2: SOLUTIONS TO 
SURVEY QUESTIONS 

Solution to Question 1 

Miller is right in that low reliability in- 
creases the probability of Type I1 error (fail- 
ing to reject a null hypothesis that is false) but 
does not increase the probability of Type I 
error (rejecting a null hypothesis that is true; 
i.e.. obtaining “spuriously significant re- 
sults”). Or, as stated by Cohen and Cohen 
(1983, p. 70), “Unreliability . . . is a suficient 
reason for low correlations; it cannot cause 
correlations to be spuriously high.” 

Solution to Question 2 

Interaction effects cannot be interpreted 
on the basis of comparisons between cell 
means (the so-called simple effects) because 
these means combine the effect of the inter- 
action with the effects of rows and columns 
(the main effects). Stated differently, the main 
effects may contribute to the simple effects as 
much as or evcn more than the interaction 
does (Rosenthal & Rosnow, 1991; Rosnow & 
Rosenthal, 1989a). The meaning of the inter- 
action is defined in terms of the interaction 
residuals (i.e., leftovers of the cell means after 
all lower order effects have been removed). 
Of course, comparisons between cell means 
may be important in their own right. How- 
ever, such comparisons do not reveal the pat- 
tern of the interaction. 

Solution to Question 3 

No, these analyses do not test the predic- 
tions of the study. In the framework of fixed- 
effect ANOVAs, specific predictions can be 
optimally tested with appropriate contrast 
analyses. A contrast is a 1-dJ test of signifi- 
cance that examines whether the pattern of 
obtained means (or interaction residuals) 
matches the pattern of predicted values (the 

so-called contrast weights). To test the pre- 
diction that the manipulation of public self- 
awareness (e.g., high vs. low) influences the 
first self-monitoring subscale the most and the 
third subscale the least, the data can be ex- 
amined in a 2 X 3 ANOVA (Self-Awareness X 

Se l f -Moni to r ing  Subsca le )  w i th  self-  
awareness as a between-subjects factor and 
subscale as a within-subjects (repeated- 
measure) factor. In case of difference in vari- 
ance among the subscales, they should be 
standardized. The prediction itself is tested by 
the interaction between self-awareness and 
the linear contrast of the subscales (contrast 
weights assigned to the three subscales would 
be + 1 ,  0, and - 1 under high self-awareness 
a n d  - I .  0 ,  a n d  + 1 u n d e r  low self-  
awareness). 

T h e  MANOVA tes t s  whe the r  self-  
awareness influences the subscales in some 
way; it does not test, however, a specific pat- 
tern of influences as described by the predic- 
tion. The univanate ANOVAs examine the ef- 
fect of self-awareness on each subscale; they 
do not test, however, whether the first sub- 
scale was affected most and the third subscale 
affected least. An exact test of this latter pat- 
tern is the contrast analysis described above. 

Solution to Question 4 

The problem and its solution parallel those 
of Question 1; A small n increases the proba- 
bility of Type I1 error (i.e., it decreases the 
power of the test); it does not increase Type I 
error (i.e., it cannot increase the probability 
of getting spuriously significant results). 

Solution ‘to Question 5 

No, a smaller sex difference means a sig- 
nificantly smaller effect size. Karen failed to 
compare the sex difference she obtained with 
the one obtained by Lisa. Had she done so, 
she would have discovered that the effect size 
of this difference is r = .24’ in both studies. 
Any difference between the levels of statisti- 
cal significance obtained by the two investi- 
gators can be accounted for by differences in 
ns and, hence, by differences in statistical 
power. An “extra credit” response would 
have added a comment that Karen’s study 
would have been stronger as a replication had 
she included an auditory condition. 

l..-The estimate of effect size, the Pearson 
r. was computed as 

(Rosenthal & Rosnow, 1991). 
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